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Do double degenerate double detonations 
drive destructive dwarf death?

(Warren+ ’05)

C/O 
core

Helium layer

Ken Shen (UC Berkeley)

weighting factors quantifying the contribution from each individ-
ual band image are determined from the entire data set through the
well-defined mathematical process of PCA. The image is con-
ceptually analogous to the hardness ratio images that many X-ray
astronomers use to identify spectral variations with position. The
PCA is a significant generalization of that technique, since it uses
the entire spectral range of a data set.

We found that the Tycho spectral data points, when projected
onto the new principal axes, were distributed in a well-behaved
manner: the points were spread out along, and very nearly parallel

to, the principal axes. The spread of data points along one of the
new principal axes need not correspond uniquely to variations in a
single physical parameter. In our application here, however, we
found that the first principal axis, which accounts for!43% of the
total spectral variation, allows for a simple physical interpretation.
The top right panel of Figure 1 shows the projection of theChandra
data onto this first principal axis (hereafter PC1). Comparison with
the color image suggests that regions appearing light-colored in the
PC1 image correspond to the ‘‘fleecy’’ Si- and Fe-rich emission,
while the dark regions correspond to the hard continuum emission.

Fig. 1.—Top left: Three-color composite Chandra image of Tycho’s SNR. The red, green, and blue images correspond to photon energies in the 0.95–1.26,
1.63–2.26, and 4.1–6.1 keV bands, respectively. Top right: An image of the first principal component (PC1) that separates line-rich emission ( light regions) from
featureless emission (dark regions). The green contour indicates the location of the contact discontinuity. Three spectral extraction regions are indicated. Bottom left:
Continuum (4–6 keV band) image with regions used to determine width of rim filaments indicated. Bottom right: Fe K! line image with continuum (4–6 keV band)
subtracted. The inner contour notes the location of the reverse shock and the outer contour the location of the blast wave. The field of view of each panel is 9A5 ; 9A5.
North is up and east is to the left.
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He WD or !
low-mass C/O WD 

+ helium layer

?



Double detonations: Overview

• Taam / Nomoto / Woosley+ / Livne+ in 1980s-1990s!
!
!
!

• MPA / etc. in 2000s-2010s!
!
!
!

• Helium shell detonation → inward converging shock 
wave → carbon core detonation!
!
!
!

• Pure detonations of ~1.0 Msol C/O WDs:!
decent match to SNe Ia (Sim+ ’10, Kromer+ ‘10)

Ken Shen (UCB)
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1140 M. Fink et al.: Double-detonation supernovae of sub-Chandrasekharmass white dwarfs
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Fig. 5. Time evolution of the model z4.24A_2d_256.

In our simulations the shock that propagates inwards into the
WD due to the He detonation is followed by an extended wave of
matter that is also flowing inwards. Therefore the case might lie
somewhere in between these two idealized situations: The shock
is amplified by the geometrical focusing effect and thus com-
presses a significant part of the core that is then burned at higher
densities. On the other hand the matter succeeding the in-flowing
shock leads to even higher densities after the shock is reflected.
Taking all those properties into account, it becomes clear why
the ignition conditions for a core detonation can be fulfilled so
well in our simulations. Provided that the shock is symmetric
enough also an off-center ignition at a point with much smaller
initial density like in model z4.24A_2d_256 is possible in this
scenario.

As the minimum shock surface that we can reach depends
on the grid resolution, the maximum temperature and density
values that are achieved through the geometric amplification in
the shock implosion naturally also do so. In our simulations
a successful second detonation ignition thus depends on the

T9 [K]
ρ8 [g cm−3]

cell width [m]

m
ax

im
um

va
lu

e

0

5

10

15

20

103 104 105

Fig. 6. Resolution study of the maxima in the central shock collision of
model z4.24A_2d.
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Fig. 7. One-dimensional resolution study of the maxima in the central
shock collision of model s4.10A.

resolution and it seems likely that all the models in Table 3 would
explode provided that they were well enough resolved.

Therefore, the results given in Table 3 have to be interpreted
as a conservative estimate of the possibility of a detonation ig-
nition. If at a certain grid resolution the ignition conditions are
fulfilled, a second core detonation must happen. However, if the
ignition conditions are not fulfilled a core detonation can still not
be excluded and might be achieved with increasing resolution9.

3.3. Three double-detonation supernova simulations

As a first step to compare the simulations of sub-Chandrase-
khar mass models with actual SN Ia observations, measurable
quantities like the nucleosynthetic abundances of an explosion
have to be determined. To this end, two complete double deto-
nations of model z4.24A until t = 2.0 s have been simulated.
One of them was set up in 3D with 2563 cells for the full WD.
For comparison with previous results, the second, 2D rotation-
ally symmetric simulation was also done with this low resolution
(128 × 256 cells).

In order to test the influence of symmetry in the initial
flame configuration in the He shell on the explosion abundances,

9 Note that in this case the minimum detonator volume may be the
limiting constraint.
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He detonations via stable accretion and convection (~106 yr)…
• 1980s-1990s (Nomoto / Woosley / et al.): He MS donor (sdB/sdO)!
• Late 2000s (Bildsten, Shen, et al.): low-mass He WD donor (low mass ratio, pre-AM CVn)!
• For “large enough” He shell, convective transport is inefficient → strong turbulent fluctuations

Convective 
He envelope

C/O core

He-burning 
layer

Ken Shen (UCB)



…Or He detonations via dynamical accretion (~100 s)
• 2010s (Guillochon / Dan / Raskin / Pakmor):!

Dynamical processes during He + C/O or C/O + C/O WD merger!
• Could be dominant channel if all double WD binaries merge (Shen ’15a)No. 1, 2010 SURFACE DETONATIONS IN DD SYSTEMS L65

Figure 1. Setup of run Ba in FLASH, with several annotated regions of interest. The color scheme shows log T through a slice of the orbital plane. The cyan circle
shows the spherical outflow boundary condition centered about the secondary, while the cyan wedge shows a cross section of the cone used as the mass inflow
boundary. The dashed contour shows the system’s Roche surface. The white boxes with labels are described in Section 3.
(A color version of this figure is available in the online journal.)

Eulerian codes are able to provide high resolution based
on any combination of local and global simulation properties,
and thus are ideal for systems where the regions of interest
do not overlap with the regions of highest density (New &
Tohline 1997; Swesty et al. 2000). Unfortunately, it is difficult
to accurately simulate the overall orbital evolution for many
orbits in grid-based codes due to the non-conservation of angular
momentum (Krumholz et al. 2004), although a careful choice of
coordinate system has led to recent success (D’Souza et al. 2006;
Motl et al. 2007). Because the stability of the system depends
on the structure of the primary and the secondary, the grid-
based simulations that investigate stability must fully resolve
both stars, and thus the stream and the primary’s surface are less
resolved in these simulations.

Here we follow a hybrid approach that combines the strengths
of both SPH- and grid-based methods. We follow the impact of
the mass transfer onto the orbital evolution by performing an
SPH simulation (M. Dan et al. 2010, in preparation) and use the
obtained, time-dependent results for orbital separation and Ṁ
as boundary conditions for FLASH (Fryxell et al. 2000). This
combination allows us to realistically determine the dynamic
stability of the binary while not sacrificing our spatial resolution
of the accretion.

In FLASH, the primary is built under the assumption of
spherical hydrostatic equilibrium and a constant temperature
of 5 × 105 K, and is mapped into the simulation explicitly.
The secondary is not mapped directly into the grid and is taken
to be a point mass surrounded by a spherical outflow bound-
ary condition. The simulation is performed in a non-inertial
frame rotating with angular frequency ω =

√
G(M1 + M2)/a3

about the barycenter. The primary’s gravity is calculated using a
multipole expansion of its potential, and because the quadrupo-
lar contribution of the secondary is negligible, we approximate
the secondary’s gravitational field as a monopole. Because the
choice of frame and the presence of the secondary changes the
hydrostatic configuration of the primary, we first allow the pri-
mary to slowly relax in the presence of the secondary’s potential

by removing a fraction of its kinetic energy every time step over
many dynamical timescales.

The nuclear composition of the fluid is evolved via the 13
element α-chain network of Timmes (1999). Pressures and
temperatures are calculated using the Helmholtz equation of
state (Timmes & Swesty 2000). The accretion rate provided
by the SPH calculation is used to generate a quasi-hydrostatic
inflow boundary condition to replicate the flow of matter from
the secondary to the primary (Figure 1). The boundary we use
is cone-shaped with the apex located at L1, and mass is added to
the cone under the assumption that the stream is in hydrostatic
equilibrium in the direction perpendicular to the barycentric
line (Lubow & Shu 1976). The flow is directed toward the
barycenter of the system at velocity v = cs ∼ 108 cm s−1, the
sound speed within the secondary. In all simulations presented
here, the stream is assumed to be pure He. The four simulations
that we have performed are summarized in Table 1.

3. ACCRETION STREAM INSTABILITIES

In a binary system undergoing mass transfer, the fate of the
accretion stream is determined by ratio R1/Rh. For all three
of the binaries we describe Rh < R1 and thus the stream
would directly impact the surface of the primary assuming the
stream was collisionless. However, the stream can eventually be
deflected by the ram pressure of the thick torus of helium that
gradually accumulates on the primary’s surface, preventing a
direct impact.

As the sound speed within the torus is far smaller than the
Keplerian rotation velocity, the collision between the torus
and the stream is highly supersonic (M > 10), which leads
to the development of a standing shock (Figure 1, region I).
This shock establishes pressure equilibrium across the stream–
torus interface. Because of the temperature increase of the
material falling from L1 to the surface of the primary, the
torus consists of material heated to a temperature close to
the virial temperature of GM1mp/R1kb ∼ 108 K. Radiation

(Guillochon+ ’10)

Ken Shen (UCB)

Helium WD or low-mass 
C/O WD + helium layer



rhotspot

ρ, T

cold fuel

hot fuel

Ken Shen (UCB)

• Spontaneous initiation via Zel’dovich gradient mechanism → minimum rhotspot 

• Hotspot expectations: T ~ 109 K, ρ = 105 - 106 g/cm3 
• Shen & Moore ’14: Small CNO pollution + complete nuclear network 
→ Minimum rhotspot < 10-100 km, helium detonation easy to ignite and propagate 
→ Smallest helium shells produce Si and Ca at high velocities

First detonation: Does the helium ignite?  Likely yes
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Ṁ

as
boundary

conditions
for

FL
A

SH
(Fryxell

et
al.2000).T

his
com

bination
allow

s
us

to
realistically

determ
ine

the
dynam

ic
stability

ofthe
binary

w
hile

notsacrificing
ourspatialresolution

ofthe
accretion.

In
FL

A
SH

,
the

prim
ary

is
built

under
the

assum
ption

of
spherical

hydrostatic
equilibrium

and
a

constant
tem

perature
of

5
×

10
5

K
,

and
is

m
apped

into
the

sim
ulation

explicitly.
T

he
secondary

is
notm

apped
directly

into
the

grid
and

is
taken

to
be

a
point

m
ass

surrounded
by

a
spherical

outflow
bound-

ary
condition.

T
he

sim
ulation

is
perform

ed
in

a
non-inertial

fram
e

rotating
w

ith
angular

frequency
ω

=
√

G
(M

1
+

M
2 )/a

3

aboutthe
barycenter.T

he
prim

ary’s
gravity

is
calculated

using
a

m
ultipole

expansion
ofits

potential,and
because

the
quadrupo-

lar
contribution

of
the

secondary
is

negligible,w
e

approxim
ate

the
secondary’s

gravitationalfield
as

a
m

onopole.B
ecause

the
choice

of
fram

e
and

the
presence

of
the

secondary
changes

the
hydrostatic

configuration
of

the
prim

ary,w
e

firstallow
the

pri-
m

ary
to

slow
ly

relax
in

the
presence

ofthe
secondary’spotential

by
rem

oving
a

fraction
ofits

kinetic
energy

every
tim

e
step

over
m

any
dynam

icaltim
escales.

T
he

nuclear
com

position
of

the
fluid

is
evolved

via
the

13
elem

ent
α

-chain
netw

ork
of

Tim
m

es
(1999).

Pressures
and

tem
peratures

are
calculated

using
the

H
elm

holtz
equation

of
state

(Tim
m

es
&

Sw
esty

2000).
T

he
accretion

rate
provided

by
the

SPH
calculation

is
used

to
generate

a
quasi-hydrostatic

inflow
boundary

condition
to

replicate
the

flow
of

m
atter

from
the

secondary
to

the
prim

ary
(Figure

1).T
he

boundary
w

e
use

is
cone-shaped

w
ith

the
apex

located
atL1,and

m
ass

is
added

to
the

cone
under

the
assum

ption
thatthe

stream
is

in
hydrostatic

equilibrium
in

the
direction

perpendicular
to

the
barycentric

line
(L

ubow
&

Shu
1976).

T
he

flow
is

directed
tow

ard
the

barycenter
of

the
system

atvelocity
v

=
c

s ∼
10

8
cm

s −
1,the

sound
speed

w
ithin

the
secondary.In

allsim
ulations

presented
here,the

stream
is

assum
ed

to
be

pure
H

e.T
he

foursim
ulations

thatw
e

have
perform

ed
are

sum
m

arized
in

Table
1.

3.A
C

C
R

E
T

IO
N

ST
R

E
A

M
IN

STA
B

IL
IT

IE
S

In
a

binary
system

undergoing
m

ass
transfer,the

fate
of

the
accretion

stream
is

determ
ined

by
ratio

R
1 /R

h .
For

all
three

of
the

binaries
w

e
describe

R
h

<
R

1
and

thus
the

stream
w

ould
directly

im
pactthe

surface
of

the
prim

ary
assum

ing
the

stream
w

as
collisionless.H

ow
ever,the

stream
can

eventually
be

deflected
by

the
ram

pressure
of

the
thick

torus
of

helium
that

gradually
accum

ulates
on

the
prim

ary’s
surface,

preventing
a

directim
pact.

A
s

the
sound

speed
w

ithin
the

torus
is

far
sm

aller
than

the
K

eplerian
rotation

velocity,
the

collision
betw

een
the

torus
and

the
stream

is
highly

supersonic
(M

>
10),

w
hich

leads
to

the
developm

ent
of

a
standing

shock
(Figure

1,
region

I).
T

his
shock

establishes
pressure

equilibrium
across

the
stream

–
torus

interface.
B

ecause
of

the
tem

perature
increase

of
the

m
aterial

falling
from

L1
to

the
surface

of
the

prim
ary,

the
torus

consists
of

m
aterial

heated
to

a
tem

perature
close

to
the

virial
tem

perature
of

G
M

1 m
p /R

1 k
b

∼
10

8
K

.
R

adiation

C/O core



(Fink+ ’10)

A&A 514, A53 (2010)

      

-10

-5

0

5

10

z 
[1

00
0 

km
]

 

 

 

 

 

ρ7

 0.0

 0.3

 0.6

 0.9

 1.2

 1.5

 1.8

 2.1

 

0.00 s

ignition spot

      

 

 

 

 

 

 

 

 

 

 

ρ7

 0.0

 0.3

 0.6

 0.9

 1.2

 1.5

 1.8

 2.1

 

0.50 s

      

 

 

 

 

 

ρ7

 0.0

 0.3

 0.6

 1.0

 1.3

 1.6

 1.9

 2.2

 

1.30 s

0 2 4 6 8  
r [1000 km]

      

-10

-5

0

5

10

z 
[1

00
0 

km
]

 

 

 

 

 

ρ7

 0.0

 0.4

 0.7

 1.1

 1.5

 1.9

 2.2

 2.6

 

1.60 s

0 2 4 6 8  
r [1000 km]

      

 

 

 

 

 

 

 

 

 

 

ρ7

 0.0

 0.7

 1.4

 2.1

 2.7

 3.4

 4.1

 4.8

 

1.80 s

0 2 4 6 8  
r [1000 km]

      

 

 

 

 

 

ρ7

 0.0

 0.4

 0.8

 1.2

 1.7

 2.1

 2.5

 2.9

 

2.00 s

Fig. 1. Explosion evolution for Model 2. The
density is color coded, and the solid cyan
and magenta lines are the locations of the he-
lium and C/O detonation flames, respectively.
Dashed lines in cyan mark the border of the he-
lium shell.

lists the conditions at which the core detonations were ignited.
As in Paper I, a conservative critical temperature of 4 × 109 K
was used. Thus, the given values are only a lower limit for the
maximum possible compression at the given grid resolution ∆.
If the detonation would have been suppressed, stronger compres-
sion would have been achieved. Only Model 6 did not surpass
4 × 109 K, despite being simulated at the highest spatial resolu-
tion. The conditions reached in the shock compression, however,
were still sufficient to safely assume a successful detonation trig-
gering. Therefore, it was ignited at this lower temperature in a
second run. This model verifies that it is harder to compress the
core sufficiently if the helium shell mass is small. Conversely,
the high initial density of the most massive model makes a det-
onation easier. Based on our approximate initiation criteria we
conclude that the limiting factor for a successful core detonation
is only the successful formation of a detonation in the helium
shell.

Table 2 gives times and positions of the detonation initia-
tions on the z-axis. That the carbon detonations occur earlier for
smaller shell masses can be explained by the decrease of the core
radii associated with the increasing core masses. At a smaller ra-
dius the helium detonation has a shorter way around the core
while the helium detonation speed at the base of the shell is

roughly constant for all models. Note that the approximately
self-similar nature of the problem results in the curious fact that
the ignition spots of the core detonations lie at similar relative
distances (0.4−0.5 Rcore) from the center.

We will now discuss our fiducial case (Model 2) in detail.
At densities <∼4 × 105 g cm−3 in the helium shell, burning is rela-
tively incomplete and nuclear statistical equilibrium (NSE) is not
reached. The final composition is ∼63% of 4He, ∼10% of IMEs,
and ∼26% of IGEs (see Sect. 4.2 and Table 3 for more details).
The C/O detonation starts at t ∼ 1.8 s and at z ∼ −1900 km
(see Fig. 1) and it produces 0.34 M⊙ of 56Ni, 0.44 M⊙ of IMEs
and 0.11 M⊙ of 16O. The structure of the ejecta at t = 10 s,
where our simulations stop and the ejecta are close to homolo-
gous expansion, is shown in Fig. 2. The shown distribution has
been derived from the tracer particles after the post-processing
step. Due to the two detonations, IGEs can be found both in the
central region and in the shell. The shock of the C/O detonation
partially penetrates into the helium-detonation ashes. This gives
rise to the Richtmyer-Meshkov instability which generates vor-
tices at the boundary between C/O- and helium-detonation ashes
(see upper right part of Fig. 2). This effect causes some mixing
between unburned C/O and IGEs from the helium detonation.

Page 4 of 10

Ken Shen (UCB)

• Impossible to resolve ignition in full-star 2D sim 
(burning lengthscale ~ 0.1-1 cm ;  RWD ~ 108-9 cm)!
!
!
!

• Shen & Bildsten ’14: zoom in on the inner 103 − 105 cm 
around focal point in 1D spherical symmetry!
- C/O easy to ignite via converging shocks!
- O/Ne very difficult!
!
!
!

• Also the possibility of “edge-lit” detonation!
- Not well-studied yet

Second detonation: Does the C/O ignite?  Likely yes



How does a surviving companion influence the remnant?
• Surviving RLOF companion (non-degenerate or WD) casts shadow

Density

Ken Shen (UCB)

Temperature

(Shen ‘15b)
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Figure 5. Synthetic observed morphology (equation 8) of the resulting SNR for the case of a low-mass He WD. We show the intensity map described in the
main text, and only for the high-temperature gas. The x and y coordinates are on the plane of the sky, and the z coordinate is taken along line of sight. Two
inclinations are presented, the symmetry axis is in the plane of the sky (left), or at 30◦ to the plane of the sky (right). These are presented at two times, namely
when the swept-up ambient masses are ∼0.1 M⊙ (t = 202 s upper panels), and ∼1 M⊙ (t = 492 s lower panels). As the outflow of the ejecta is already
homologous at the beginning of this phase, the morphologies obtained here mimic that at hundreds of years later when the ejecta interacted with ∼0.1–1 M⊙
of homogeneous ambient medium (CSM or ISM).

To form a synthetic map (in radio, X-ray synchrotron, or thermal
X-ray), we integrate over density squared along the lines of sight,
but considering only shocked, hot gas,

I (x, y) ≡
∫

[ρ(x, y, z)]2dz, (8)

where x, y are the coordinates on the plane of the sky and z is taken
along line of sight. The interaction regions are where synchrotron
emission will be formed. Although here the plots are given shortly
after explosion, in this paper we mimic the structure hundreds of

years after explosion, when radioactive decay is very small and does
not play a role in forming the hot regions.

The obtained ‘intensity maps’ are presented in Fig. 5. Two incli-
nations are presented, the symmetry axis is in the plane of the sky
(left), or at 30◦ to the plane of the sky (right). These are presented
at two times when the swept-up ambient masses are ∼0.1 M⊙
(t = 202 s upper panels), and ∼1 M⊙ (t = 492 s lower panels). In
Fig. 6 we present the integral of the density but only for the ejected
mass,

Neject(x, y) ≡
∫

[ρ(x, y, z)eject]dz. (9)

MNRAS 449, 942–954 (2015)
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Previous work

• Papish+ ’15: FLASH simulation of sub-Chandrasekhar 
explosion with surviving WD companion

• Can helium WD companion be detonated by ejecta?!
- Yes…but only if placed artificially close!
- No detonation if companion at proper distance

Mswept = 1 Msol 
vforward shock ~ 6000 km/s

The Astrophysical Journal, 745:75 (14pp), 2012 January 20 Garcı́a-Senz, Badenes, & Serichol

Figure 1. Density snapshots summarizing the evolution of the collision of model A in Table 1. The first snapshot (top left) corresponds to t = 67 s: the SN ejecta has
compressed the frontal part of the envelope of the companion. At t = 190 s (second snapshot, top right) the SN ejecta has already wrapped around the companion.
The third and fourth snapshots (bottom left and right) correspond to times t = 340 s and t = 17922 s. The bow shock that is formed with the companion star at its apex
can be clearly seen in all snapshots. The vertical dimension of the box changes from 2.21011 cm (first snapshot) to 2.5 1013 cm (fourth snapshot).
(A color version of this figure is available in the online journal.)

the differences found by Pakmor et al. (2008) in their resolution
study. Some of the discrepancies between the models shown in
Table 1 come from the different prescriptions used to model
gravity in two and three dimensions.

The overall picture of the collision process can be seen in
Figure 1, which shows density maps at different representative
times for model A in Table 1. The last snapshot corresponds to
t ≃ 5 hr after the beginning of the collision. At this point, the
interaction has ceased and the mass stripped from the secondary
is 0.1 M⊙, in good agreement with models B and C, both
calculated in 3D. The detailed temporal evolution of the amount
of stripped mass in the three models from Table 1 is shown
in Figure 2. About half of the stripped mass is removed from
the secondary in an initial violent episode lasting around 250 s,
and the remaining mass is removed more gradually during the
interaction process. These two stages are usually referred to as
the stripping and ablation phases (Wheeler et al. 1975). Notice
the brief episode of recapture of material which takes place
around t = 210 s in the three models depicted in Figure 2.
It is not clear whether this feature, which is also present in
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Figure 2. Evolution of the stripped mass for models A, B, and C of Table 1.
(A color version of this figure is available in the online journal.)
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SN 1006, Hα Tycho, 24 µm

(Williams+ ’13)

SNR forward shock is usually spherical (more or less)

LMC 0509, Hα

(Warren & Hughes ’04)

Ken Shen (UCB)

The Astrophysical Journal, 770:129 (11pp), 2013 June 20 Williams et al.

Figure 1. Left: Spitzer 24 µm image. Center: Spitzer 70 µm image. Instrument artifacts in the image introduce flux uncertainties at only the 8% level (see text for
details). Right: Hα image from 2007, courtesy of P. F. Winkler.

Figure 2. The normalized post-shock density in various regions of Tycho, along
with outlines of the spatial regions used for our analysis, superposed on a three-
color IR image, with Spitzer 70 µm emission in red, 24 µm emission in green,
and WISE 12 µm in blue. North is up and east is to the left. The absolute
scaling for the densities are 0.11 for the compact grain model and 0.2 for the
porous grain model (see Section 4.4 and Table 2 for details). Interior numbers
are azimuthal angle, in degrees.
(A color version of this figure is available in the online journal.)

respectively. With the additional 8% uncertainty to the 70 µm
fluxes, we conservatively assume all flux ratios to have a 16%
uncertainty.

Emission from dust grains at 12 µm arises from the very
smallest grains that undergo temperature fluctuations and which
are particularly prone to destruction through sputtering by
thermal ions. The WISE 22 µm image is essentially identical to
Spitzer data at 24 µm, but the spatial resolution and sensitivity
of WISE are both lower than Spitzer. For this reason, we do not
use either of the WISE images in our analysis.

The Herschel data present two issues. First, while the shell
of the remnant is clearly detected at 70 µm, the detection at
100 µm is rather weak (see Figure 8 of Gomez et al. 2012).
Thus, our decision is between the 70 µm data from Herschel
and Spitzer. Ideally, we would use the Herschel data, since the
spatial resolution of Herschel is several times better than Spitzer,
making the Herschel 70 µm image of comparable spatial
resolution to the Spitzer 24 µm image. However, the second

issue with Herschel data is calibration uncertainty. Recent work
by Aniano et al. (2012) has revealed significant issues with the
extended source photometry calibration of the PACS instrument
on Herschel, which contains the 70 µm camera. Because we are
only doing two-point photometry to constrain the temperature
of dust grains, it is crucial that the two fluxes that we use are
calibrated as closely to each other as possible.

With our 19 spatial regions defined, measuring the flux is
straightforward. We first convolve the 24 µm image to the
resolution of the 70 µm image using the convolution kernels
provided in Gordon et al. (2008). We define a background that
consists of four separate regions, each a few arcminutes outside
of the remnant, to the NE, NW, southwest (SW), and southeast
(SE) of the shell. Although the background is fairly uniform
in the immediate surroundings of Tycho, we average these four
regions to create a single off-source background that we subtract
from each flux measurement (scaled to the size of our extraction
regions).

We report our flux measurements at 24 and 70 µm in Table 1.
The 24 µm flux shows significant variations as a function of
azimuthal angle around the periphery of the shell, being as
much as 15 times higher in the NW than in the SW. The 70 µm
flux varies by only a factor of two around the shell. The different
behavior of the two fluxes is quite significant: the remnant is not
only brighter in some places than in others, but the ratio of the
70 µm flux to the 24 µm flux, and thus the temperature of the
dust, varies by nearly an order of magnitude from one place to
another in the remnant. It is the ratio of the 70 to 24 µm flux
that we fit with our models, described below, to determine the
gas density behind the shock.

3.2. Modeling

As previously stated, the ratio of IR fluxes resulting from
emission from warm dust grains is a diagnostic of the conditions
of the X-ray emitting plasma. We have developed spectral
models for dust emission in SNRs; we refer the reader to
Williams et al. (2011b) for a more complete description. Briefly,
the spectrum emitted by a dust grain immersed in a hot plasma
depends on the temperature and density of both the electrons
and ions. The grain is heated by collisions with particles, with
proton and alpha particle collisions also slowly eroding the grain
via sputtering (Nozawa et al. 2006). These grains exist in the
ISM encountered by the FS wave of the SNR, and are not
newly-formed grains from the SN ejecta. Grain properties are
important as well: large grains are heated to lower temperatures
than small grains. The smallest grains (below a few nm in size)
emit radiation quickly enough that they cool back down to their
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Figure 3. Large upper panel shows a very deep Hα image of SN 1006, after continuum subtraction, obtained at the CTIO 4 m Blanco telescope with the Mosaic II
camera, 2010. The relatively bright filaments to the NW are saturated in this display, in order to emphasize the far fainter emission elsewhere in the remnant. The field
is 36′ square, and exactly matches that of the X-ray image, Figure 2. The smaller images below show both the 1998 and 2010 images at the same scale; most of the
features seen in the 2010 image are also visible in the earlier low-resolution image.

2013). We discuss these possibilities further in Section 8.3.
There are also several thin arcs of Balmer emission without an
obvious X-ray knot behind, which could have resulted from less
dense clumps of ejecta or ones that have dissipated.

In the NW, the new Hα image clearly shows the complex
structure ahead of the bright filaments, best shown in Figure 5
(center), where this region is displayed with a very hard stretch
to show the faintest emission. Very faint X-ray emission is also

seen outside the main Balmer filament, up to the outermost
limit of optical emission. The optical morphology indicates a
rippled sheet seen edge-on, with the multiple edges representing
tangencies at different locations (as shown by Hester 1987). It
has long been clear that this is the cause for the undulating
structure of the primary NW filament, but the deeper image
shows this structure to be more complex than previously
realized. The bright filament is the result of an encounter
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model from the previous iteration. Iterations were continued
until the absolute value of the residuals fell below !10 X-ray
events per pixel. Knots representing regions of excess emis-
sion (positive residuals) were modeled with positive intrinsic
emissivity values. We also allowed for negative-emissivity
knots to account for negative residuals, i.e., regions of lower
overall emission. The physical interpretation is that these
knots represent places in the shell with lower-than-average
density or thickness that appear faint relative to their sur-
roundings. In models with such negative knots, the overall
modeled surface brightness was required to be nonnegative
everywhere before PSF convolution in order to ensure a
physically realistic model.

The shell model is intended to describe the overall limb-
brightened, global structure of the remnant, and the knots
represent additional intensity fluctuations on spatial scales of
an arcsecond or so. Because of the simplicity of the geometric
structure models and the large number of arbitrary free pa-
rameters (e.g., four for each knot model), our image-fitting
procedure does not lead to a unique solution for the structure
of the remnant. In addition, we found that the precise manner
in which knot models were introduced resulted in noticeable
differences in the derived remnant structure. However, our
intent here is to derive not a unique spatial model, but rather
one that is broadly representative of the spatial distribution of

X-ray flux from 0509"67.5. The shell and spherical knot
models provide a convenient way to parameterize this. We
experimented with different methods for introducing models
during the iterative fitting process and found that our quanti-
ties of interest (the inner and outer radii of the shell model
and the average ratio of number of X-ray events to volume for
the knots) were fairly robust against variations in the fitting
procedure.
Figure 3 shows the results of the image fits. One measure of

the success of our image fitting procedure is the good agree-
ment between the ‘‘data’’ and ‘‘model’’ panels in the figure. In
this best-fit model there are 28 knots of positive emission and
five knots of negative emission. Most of the knots are effec-
tively unresolved (i.e., fitted sizes less than or comparable to
the Chandra PSF) and appear to be distributed nonuniformly
over the portion of the image fitted. However, the radial dis-
tribution of knots is consistent with that expected for a uni-
form distribution within the volume of a thin spherical shell.
Comparison of the fast Fourier transform power spectra of
the raw data image and best-fit model reveal the presence of
additional significant power in the data, above Poisson noise,
on the smallest spatial scales. Further support for this is evi-
dent in the ‘‘difference’’ panel of Figure 3, which we interpret
as showing intensity fluctuations on smaller spatial scales.
Thus, our image fits have only captured the brightest and most

Fig. 2.—CTIO 4 m H! image of 0509"67.5 (top left), Chandra oxygen 0.45–0.7 keV image (top right), iron L 0.7–1.4 keV image (bottom left), and silicon 1.5–
2 keV image (bottom right). The intensity-to–gray scale mapping is square root. North is up and east is to the left.
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• Almost certainly dominated by ISM inhomogeneities, but could mask ejecta asymmetry
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Tycho, Fe Kα

(Warren+ ’05)

Reverse-shocked ejecta less spherical

LMC 0509, Fe L

Ken Shen (UCB)

Kepler, Fe Kα

(Cassam-Chenaï+ ’04) (Warren & Hughes ’04)

G. Cassam-Chenaı̈ et al.: XMM-Newton observation of Kepler’s SNR 549

Fig. 3. Left panel: MOS+pn radial profiles of Fe L (solid line), Si K (dashed), Fe K (dotted) and 4-6 keV continuum (dash dot) between 10�
and 170� from west (northern ring). The coordinates of the center (17h30m41s, �21�2902300) are taken from Hughes (1999). It is marked by the
small black circle in Fig. 2. The radial profiles were built from the vignetting corrected count rate images of Fe L, Si K and 4-6 keV continuum
(background subtracted) and Fe K (continuum and background subtracted) with a step radius of 4.400. Each radial profile has been renormalized
to its maximum. Right panel: same as left panel but between 175� and 360�.

Fig. 4. Fe L contours of the deconvolved image superimposed with the
MOS+pn Fe K vignetting corrected count rate image (continuum and
background subtracted) in the 6180–6169 eV band. The data are adap-
tively smoothed to a signal-to-noise ratio of 5. The intensity scaling is
square-root.

an ionization e↵ect would work in the opposite direction. The
ratio between the Fe K and the Fe L line strengths should in-
crease when going away from the reverse shock as Fe gets more
ionized.

The temperature increase inwards must be the result of the
remnant’s hydrodynamics. Hydrodynamical models give
the profiles of pressure P and mass density % as a function of
the radius. We note that the profile of P/% is equivalent to the
temperature profile if the mean molecular weight remains con-
stant, i.e. if the abundance of the dominant elements does not
vary in the remnant. In the following paragraphs, we assume

constant elemental composition but we should keep in mind
that any variation of the ejecta composition of the dominant
species should alter our interpretation.

Models of SNRs evolution depend on the initial outer den-
sity profiles in the ejecta and the ambient medium. We first
assume that the supernova exploded into a constant density
medium. Two simple cases have been under consideration in
the framework of spherical models. On one hand, the ejecta
density profile may follow a power-law distribution with a con-
stant core (Chevalier 1982) which is appropriate to a type II
classification (Arnett 1988). In this hypothesis, contrary to the
observations, the ejecta are hotter near the contact discontinuity
(interface between the shocked ejecta and the shocked ambient
medium) than at the reverse shock. On the other hand, an ex-
ponential density profile aims to represent a type Ia progenitor
(Dwarkadas & Chevalier 1998). In this latter hypothesis, the
shocked ejecta are gradually colder towards the contact discon-
tinuity as is observed, but the temperature profile is much too
flat to account for the required two temperatures of the Fe K
and Fe L ejecta (temperature ratio of ⇠6). The temperature gra-
dient of the reverse shocked region can be larger when the ex-
ponential ejecta density structure is running into a circumstellar
medium (Dwarkadas & Chevalier 1998) and is then compatible
with the observations2.

In the remnant of Tycho’s type Ia supernova, the Fe K emis-
sion peaks at a smaller radius than the Fe L (Decourchelle et al.
2001; Hwang &Gotthelf 1997) as is observed in Kepler’s SNR.
Both remnants share the property of a higher temperature to-
ward the center in the shocked ejecta medium with a tempera-
ture ratio of at least 2 (Hwang et al. 1998; Kinugasa & Tsunemi
1999). In the framework of an exponential ejecta profile, this

2 We note that a power-law ejecta density structure running into a
circumstellar medium would also lead to a temperature slope compat-
ible with the observations but with a too low temperature to account
for the Fe K line (Decourchelle & Ballet 1994). So this case is rejected
and no more considered in the following.

model from the previous iteration. Iterations were continued
until the absolute value of the residuals fell below !10 X-ray
events per pixel. Knots representing regions of excess emis-
sion (positive residuals) were modeled with positive intrinsic
emissivity values. We also allowed for negative-emissivity
knots to account for negative residuals, i.e., regions of lower
overall emission. The physical interpretation is that these
knots represent places in the shell with lower-than-average
density or thickness that appear faint relative to their sur-
roundings. In models with such negative knots, the overall
modeled surface brightness was required to be nonnegative
everywhere before PSF convolution in order to ensure a
physically realistic model.

The shell model is intended to describe the overall limb-
brightened, global structure of the remnant, and the knots
represent additional intensity fluctuations on spatial scales of
an arcsecond or so. Because of the simplicity of the geometric
structure models and the large number of arbitrary free pa-
rameters (e.g., four for each knot model), our image-fitting
procedure does not lead to a unique solution for the structure
of the remnant. In addition, we found that the precise manner
in which knot models were introduced resulted in noticeable
differences in the derived remnant structure. However, our
intent here is to derive not a unique spatial model, but rather
one that is broadly representative of the spatial distribution of

X-ray flux from 0509"67.5. The shell and spherical knot
models provide a convenient way to parameterize this. We
experimented with different methods for introducing models
during the iterative fitting process and found that our quanti-
ties of interest (the inner and outer radii of the shell model
and the average ratio of number of X-ray events to volume for
the knots) were fairly robust against variations in the fitting
procedure.
Figure 3 shows the results of the image fits. One measure of

the success of our image fitting procedure is the good agree-
ment between the ‘‘data’’ and ‘‘model’’ panels in the figure. In
this best-fit model there are 28 knots of positive emission and
five knots of negative emission. Most of the knots are effec-
tively unresolved (i.e., fitted sizes less than or comparable to
the Chandra PSF) and appear to be distributed nonuniformly
over the portion of the image fitted. However, the radial dis-
tribution of knots is consistent with that expected for a uni-
form distribution within the volume of a thin spherical shell.
Comparison of the fast Fourier transform power spectra of
the raw data image and best-fit model reveal the presence of
additional significant power in the data, above Poisson noise,
on the smallest spatial scales. Further support for this is evi-
dent in the ‘‘difference’’ panel of Figure 3, which we interpret
as showing intensity fluctuations on smaller spatial scales.
Thus, our image fits have only captured the brightest and most

Fig. 2.—CTIO 4 m H! image of 0509"67.5 (top left), Chandra oxygen 0.45–0.7 keV image (top right), iron L 0.7–1.4 keV image (bottom left), and silicon 1.5–
2 keV image (bottom right). The intensity-to–gray scale mapping is square root. North is up and east is to the left.
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weighting factors quantifying the contribution from each individ-
ual band image are determined from the entire data set through the
well-defined mathematical process of PCA. The image is con-
ceptually analogous to the hardness ratio images that many X-ray
astronomers use to identify spectral variations with position. The
PCA is a significant generalization of that technique, since it uses
the entire spectral range of a data set.

We found that the Tycho spectral data points, when projected
onto the new principal axes, were distributed in a well-behaved
manner: the points were spread out along, and very nearly parallel

to, the principal axes. The spread of data points along one of the
new principal axes need not correspond uniquely to variations in a
single physical parameter. In our application here, however, we
found that the first principal axis, which accounts for!43% of the
total spectral variation, allows for a simple physical interpretation.
The top right panel of Figure 1 shows the projection of theChandra
data onto this first principal axis (hereafter PC1). Comparison with
the color image suggests that regions appearing light-colored in the
PC1 image correspond to the ‘‘fleecy’’ Si- and Fe-rich emission,
while the dark regions correspond to the hard continuum emission.

Fig. 1.—Top left: Three-color composite Chandra image of Tycho’s SNR. The red, green, and blue images correspond to photon energies in the 0.95–1.26,
1.63–2.26, and 4.1–6.1 keV bands, respectively. Top right: An image of the first principal component (PC1) that separates line-rich emission ( light regions) from
featureless emission (dark regions). The green contour indicates the location of the contact discontinuity. Three spectral extraction regions are indicated. Bottom left:
Continuum (4–6 keV band) image with regions used to determine width of rim filaments indicated. Bottom right: Fe K! line image with continuum (4–6 keV band)
subtracted. The inner contour notes the location of the reverse shock and the outer contour the location of the blast wave. The field of view of each panel is 9A5 ; 9A5.
North is up and east is to the left.
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• Merging double WD systems with primary WD mass > 0.9 Msol likely lead to detonation!
• Companion WD < 0.7 Msol: helium triggers double detonation!
• Companion WD > 0.7 Msol: direct carbon ignition (“violent merger”) can occur!
!

• Helium WD companion not detonated by the SN ejecta if at the proper binary separation!
!

• Supernova remnant consistent with observed SNRs!
- Forward-shocked ISM spherical!
- Reverse-shocked ejecta roughly spherical!
!

• Ongoing work: Appearance of surviving WD companion!
- Likely bright and blue!
- Very high proper motion

Summary
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